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TD-MPC

● Plan using a learned model of the environment

Data-Driven Model Predictive Control

● Objective intractable

● Instead find locally optimal trajectory

s0

(repeat for       steps)

● Two major challenges:

○ Compounding model errors

○ Cost of long-horizon planning
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● Learning a terminal value function by TD-learning

○ MPC yields temporally local optimal solutions

○ A value function approximates the globally optimal solution

● Learning a task-oriented representation

○ Model-based RL typically models everything in the environment

○ Model-free RL only retains information predictive of reward

How can TD-learning help MPC?
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● Planning in latent space

● Return estimate:

Value Rewards
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Task-Oriented Latent Dynamics (TOLD) model

● Model only parts of environment that are predictive of reward

● Learned jointly with value function using TD-learning

TD-MPC
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t = 0TOLD minimizes the objective

where

and the policy minimizes
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Why learn a policy?

● Planning:  policy action proposals speed up convergence

● Learning:  estimating Q-targets via planning is very slow; use policy instead

TD-MPC
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TD-MPC solves challenging continuous control problems

Results

Dog Run Humanoid Run Hammer



TD-MPC

TD-MPC solves challenging continuous control problems
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TD-MPCSAC

TD-MPC solves challenging continuous control problems
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Results

More planning  →  better performance

Variable budget at test-time
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Results

Replace MLP encoder with CNN  →  competitive performance on image-based RL 
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Results
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TD-MPC is input-agnostic; just change h

● Trivially extended to multi-modal RL

t = 1 t = 2t = 0
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Results

…
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Proprioceptive data + egocentric camera

t = 1 t = 2t = 0
TD-MPC is input-agnostic; just change h

● Trivially extended to multi-modal RL

https://docs.google.com/file/d/1wALgzzDNzYk3dK8bxAPRTjcOvuV8MJdQ/preview
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Results

TD-MPC matches the time to solve of SAC but uses far less data
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nicklashansen.github.io/td-mpc

 


